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Fig. 1. Comparison of reverse tone mapping operators (rTMOs). A single low dynamic range (LDR) image (top left) is expanded to a high dynamic range
(HDR) image using each rTMO and visualized using the consistent tone mapping operator [Kim and Kautz 2008]. While we can observe amplified noise in
the dark regions of other results, our result exhibits natural tone reproduction and the least noise. The clipped pixels in the input image are painted in red or

magenta if all three channels (or at least one channel) are underexposed, respectively.

Inferring a high dynamic range (HDR) image from a single low dynamic
range (LDR) input is an ill-posed problem where we must compensate lost
data caused by under-/over-exposure and color quantization. To tackle this,
we propose the first deep-learning-based approach for fully automatic infer-
ence using convolutional neural networks. Because a naive way of directly
inferring a 32-bit HDR image from an 8-bit LDR image is intractable due
to the difficulty of training, we take an indirect approach; the key idea of
our method is to synthesize LDR images taken with different exposures
(i.e., bracketed images) based on supervised learning, and then reconstruct
an HDR image by merging them. By learning the relative changes of pixel
values due to increased/decreased exposures using 3D deconvolutional net-
works, our method can reproduce not only natural tones without introduc-
ing visible noise but also the colors of saturated pixels. We demonstrate the
effectiveness of our method by comparing our results not only with those
of conventional methods but also with ground-truth HDR images.
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1 INTRODUCTION

High dynamic range (HDR) images can convey much richer con-
trasts, like those found in the real world, than can conventional low
dynamic range (LDR) images. HDR techniques have advanced in re-
cent decades, as summarized in a broad review [Mantiuk et al. 2015].
For example, the growing demand for HDR imaging has driven the
ongoing development of HDR displays as well as special devices for
capturing HDR images or videos. Unfortunately, high-quality HDR
cameras are still unaffordable. Meanwhile, photographers have long
been accustomed to creating HDR images from multiple LDR im-
ages taken with different exposures (i.e., bracketed images). A re-
cent, more easy-to-use alternative is to infer an HDR image from a
single LDR image.

Single-image HDR inference is referred to as reverse tone map-
ping (or inverse tone mapping). Reverse tone mapping has great po-
tential to transform the large amount of legacy LDR content into
HDR, ready for enhanced viewing on HDR displays and various ap-
plications such as artistic photo editing and image-based lighting
with HDR environment maps. Previous methods of reverse tone
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mapping employ individual heuristics or optionally use manual in-
tervention to enhance LDR images. Unfortunately, their HDR out-

puts often significantly deviate from true (i.e., optically-photographed)

HDR images. This is because existing methods cannot sufficiently
compensate missing information caused by under-/over-exposure
and color quantization.

To challenge such an ill-posed problem, we introduce the first
deep-learning-based approach to automatically infer a statistically-
plausible HDR image from a single LDR input. We employ super-
vised learning using deep convolutional neural networks (CNNs).
A straightforward way is to learn an end-to-end mapping from an
8-bit LDR image directly to a 32-bit HDR image. However, train-
ing such neural network models is quite difficult for the following
reasons. First, identical HDR images should be output consistently
even if input LDR images of the same scene were photographed
with different exposures. Second, because HDR pixels have much
richer variations than LDR pixels, i.e., [0, 3.4 x 10%%] (float) vs [0,
255] (unsigned char) per channel, an enormous amount of train-
ing data might be required to cover the mapping. However, there
are far fewer publicly available HDR image datasets than there are
LDR datasets in widespread use for conventional learning tasks.
Even worse, subtle changes in loss can affect the output, making
training of such models unstable. We discuss the difficulty of the
direct approach in Section 6.

Thus, instead of the direct approach, we adopt an indirect one;
our key idea is to synthesize bracketed images, that is, to infer a
sequence of LDR images with k different exposures, and then re-
construct an HDR image by merging the LDR images [Debevec and
Malik 1997]. This approach drastically reduces pixel variations to
be inferred from 32-bit floating point values to k x 28 (i.e., k in-
termediate LDR images). Specifically, our model learns the relative
changes of each pixel value with increased/decreased exposures by
using 3D deconvolutional networks, from a training dataset of syn-
thesized bracketed images. Our method boosts the gradations and
thus reproduces more natural tones than previous methods.

Our contributions are as follows:

o The first deep-learning-based framework for automatically
inferring an HDR image from a single LDR input, and

e A network model designed to infer bracketed images with in-
creased/decreased exposures, as well as a description of how
to generate its training data.

We demonstrate that our method can reproduce HDR images
more faithfully than conventional methods as shown in Figure 1.

2 RELATED WORK

The most well-known approach to HDR photography is to merge
multiple LDR photographs taken with different bracketing expo-
sures to synthesize a single HDR image [Debevec and Malik 1997;
Mann et al. 1995]. While this approach was designed to target static
scenes, it has been extended to handle dynamic scenes while re-
ducing ghosting and tearing artifacts (see, e.g., [Kalantari and Ra-
mamoorthi 2017]). To enable single-shot HDR photography, sev-
eral devices have been proposed such as cameras with multiple sen-
sors [Kronander et al. 2013; Tocci et al. 2011] and off-the-shelf cam-
eras with coded exposures [Serrano et al. 2016; Zhao et al. 2015].
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Whereas these approaches require multiple input images of the
same scene or special devices, our input is only a single LDR im-
age, which can be obtained much more easily from, for instance,
cameras on mobile phones or the Internet.

Reverse tone mapping. Transforming a single LDR image to an
HDR image is a relatively new topic in the field of computer graph-
ics. This transformation is achieved by expanding the contrast range
of the LDR image. This operation has often been referred to as a
reverse tone mapping operator (rTMO) (or inverse tone mapping op-
erator). Constructing an rTMO is an ill-posed problem because in-
formation is missing due to under-/over-exposure and color quan-
tization for limited contrast ranges of LDR images.

In the early stage of the development of this technique, Banterle
et al. [2006; 2008; 2007] proposed rTMOs as approximate inversion
of the tone mapping operator by Reinhard et al. [2002]. They also
create an expand map using density estimation of the light source
to enhance the brightness of an LDR image. Rempel et al. [2007]
focused on online r*TMOs for videos that can be integrated directly
into display hardware. After the contrast stretching of the input im-
age, their method enhances the brightness in the saturated regions
by not only blurring images but also preserving strong edges us-
ing Gaussian and edge stopping functions. Kovaleski and Oliveira
accelerated their method using the faster edge-preserving filter-
ing [2009] and further improved the technique to support a wide
range of exposures robustly [2014]. Akyiiz et al. [2007] presented
a simple linear expansion method. They conducted psychophysical
experiments and found that such simple operations often outper-
form a true HDR image for HDR display. Masia et al. [2009; 2015]
also proposed simple expansion operators based on a gamma curve,
the gamma value of which is determined automatically via regres-
sion. Huo et al. presented two algorithms based on the dodging and
burning approach [2013] and the physiological approach [2014] for
the luminance channel. Wang et al. [2015] segmented an input LDR
image into four regions based on the accumulated histogram, and
enhanced each region separately. These methods cannot reproduce
missing details in clipped regions.

Whereas all of the above solutions are automatic, with the ex-
ception of parameter tuning, there are also interactive techniques.
The method by Didyk et al. [2008] classifies saturated regions as
light, reflections, or diffuse surfaces using a classifier based on user
markups. After that, the different expansion functions are applied
to the classified regions. Masia et al. [2010; 2016] also presented an
interactive approach wherein the user adjusts regional tonal bal-
ance of the final HDR image by using a piecewise linear function.

To enrich badly exposed regions in expanded LDR images, tex-
ture details are transferred from appropriately exposed patches in
the input image [Wang et al. 2007] or images obtained from the In-
ternet [Jain et al. 2014; Savoy et al. 2014]. Although these methods
can generate appealing results, they require the user to select refer-
ence images of very similar scenes and to annotate target regions.
Our method does not require user markups.

Concurrently, Zhang and Lalonde [2017] proposed a deep-learning
approach to directly infer HDR from a single LDR image, designed
specifically for daytime outdoor panoramas in sunlight. They ex-
plicitly incorporate sun elevation in the loss function, assuming
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Fig. 2. Overview of the proposed method. The flow is decomposed into the learning and inference phases. In the learning phase, the bracketed LDR images
are first created from HDR databases by simulating cameras. Next, we let our fully CNNs learn the changes in the exposures of the bracketed images. In the
inference phase, the learned CNNs compute LDR images with different exposures from a single input LDR image. The final HDR image is then generated

from these bracketed LDR images.

that sun azimuth is fixed. Their method plausibly reproduces the
extremely high dynamic range caused by the sun. However, recon-
structing fine details of scenes is difficult from their small resolution
inputs (e.g., 64 X 128). In contrast, our method is more versatile; it
handles not only daytime outdoor images but also night and indoor
images, among others, of much larger resolution (e.g., 512 X 512).
Eilertsen et al. [2017] also adopted a deep-learning approach. Their
proposed CNN, which consists of an encoder and decoder that op-
erate in the logarithm domain, can directly create a high-quality
HDR image from an LDR image containing saturated areas. While
one of their limitations is the difficulty in recovering dark regions,
our method handles both dark and bright regions using the indirect
approach.

3 ALGORITHMIC PIPELINE

Figure 2 illustrates the overall flow of our pipeline. As introduced in
Section 1, we reconstruct an HDR image from a single LDR input
indirectly by inferring bracketed LDR images and merging them.
The flow is decomposed into the learning and inference phases.
In the learning phase, the bracketed LDR images are first created
from HDR databases by simulating cameras (Section 3.1). Next, we
let our neural network models (i.e., up-/down-exposure networks)
learn the changes in the exposures of the bracketed images (Sec-
tion 4). In the inference phase, the learned models compute LDR
images with different exposures from a single input LDR image.
Brighter/dimmer bracketed images are inferred in our up-/down-
exposure networks, respectively. The final HDR image is then gen-
erated from these bracketed LDR images (Section 3.2).

3.1 Creating Bracketed Images for Training

Our training dataset consists of ground-truth HDR images and cor-
responding sets of bracketed LDR images. To account for color vari-
ations in LDR images caused by different non-linear camera re-
sponse functions (CRFs), we synthesize a set of LDR images with
different CRFs and exposures from each HDR image. Toward this,
we simulate cameras using the following equation [Debevec and
Malik 1997]:

Zij = f(EiAty), (1)
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Fig. 3. Camera response curves for creating training data. Using all re-
sponse curves in the database [Grossberg and Nayar 2003] is redundant
(left), so we choose five representative curves using k-means clustering

(right).

where Z; j denotes pixel values for each pixel i and exposure du-
ration index j; f, E;, and At; denote CRFs, film irradiance values,
and exposure durations, respectively. In this paper, Z; j and E; rep-
resent our LDR and HDR images.

To define CRFs, we use Grossberg and Nayar’s Database of Re-
sponse Functions (DoRF) [Grossberg and Nayar 2003]. This data-
base consists of 201 response curves for common brands of films,
charge-coupled devices (CCDs), and digital cameras collected by
the authors. All of the CRFs in the database are monotonic, normal-
ized in the range of [0, 1], and sampled with 1,000 points. All of the
CRFs are shown in the left panel of Figure 3. However, using all
of the CRFs is redundant and unnecessarily increases the training
time. We thus use only representative CRFs selected using k-means
clustering (Figure 3, right). In our experiments, we use five CRFs in-
terpolated using spline interpolation.

Because the CRFs in DoRF are normalized, we must determine
the absolute standard for E; and Atj. For example, if the range of
E; is from 0 to 1,000 and At; is 1, most pixels of Z; ; might be-
come clipped whites. Clipped regions are almost useless for learn-
ing exposure-based changes, and should thus be avoided. We adjust
the range of the observed signal E;At; appropriately. Specifically,
we set Atj as a power of 7 between stops

1 2 T/2 (2)

At LI 1
| = T 9 s LT, T T 5
J TT/Z 7.'2 T
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Fig. 4. Examples of bracketed images created from the HDR datasets. Ex-
posures are selected to avoid completely white or black regions.

where T is an evenintegerand j = 1,2, ..., T+1. We then normalize
E;Atj so that the average pixel value of E;jAty/5,1 (= E; because
Atr/z41 = 1) equals 0.5. In our experiment, we used T = 8 and 7 =
V2. Figure 4 shows examples of the synthesized bracketed images.

Although the normalization of E; and the choice of At; deter-
mine the dynamic range of the inferred HDR image, linear scaling
of E; or At; can be compensated by linear scaling of the inferred
HDR values (see Appendix A for details). Therefore, if the inferred
HDR image is a little too dim or bright, the user can adjust it by
linearly scaling pixel values.

3.2 Merging Inferred Bracketed Images

Feeding an input LDR image to our model, our up-exposure net-
work outputs N up-exposed images while our down-exposure net-
work outputs N down-exposed images (Section 4). We thus have
2N + 1 LDR images including the input image, and we can choose
k (up to 2N + 1) images to construct an HDR image.

We must choose the inferred LDR images carefully. If the in-
put LDR image is already bright/dim, inferred LDR images with
too high/low exposures, respectively, should be avoided because
they tend to contain artifacts, mainly due to the lack of training
data. For example, inferred LDR images with exposures that are too
high or low contain erroneously bright/dim pixels, respectively. To
avoid such erroneous LDR images, we adopt the following heuris-
tic. Starting from the input LDR image, we accept the (j + 1)-th
brighter/dimmer LDR image until each pixel value vj;1 in each
color channel is larger/smaller than v; or the absolute difference
|vj+1 — vj| is smaller than a certain tolerance 7. We set 7 = 64 for
256 levels.

To combine the inferred bracketed LDR images, we can use sev-

eral merging methods [Debevec and Malik 1997; Mertens et al. 2007].

The existing method [Debevec and Malik 1997] requires an expo-
sure duration for each bracketed image. The exposure duration of
the input image can be obtained from its Exif data, and that of up-
/down-exposed images can be computed by multiplying the input
exposure duration by a factor of 7 (or %) If Exif data is not avail-
able, the user can set a fixed value for 7, and linearly scale the HDR
values later, as mentioned in the previous section and Appendix A.
We can also use the method by Mertens et al. [2007], which does
not require exposure durations as input, to generate a tone-mapped
LDR image without generating an HDR image.
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4 UP-/DOWN-EXPOSURE MODELS

In this section we describe our neural network architecture, which
increases/decreases the exposure of an input LDR image. We build
two models for up- and down-exposure using the same architec-
ture. Assuming that our up-/down-exposure networks learn differ-
ent features, we train them separately.

4.1 Architecture

Figure 5 shows the overall architecture of our network. The input
to the network is a W X H X ¢ LDR image where W, H, and c are
width, height, and the number of color channels. We basically used
512%512%3 RGB images as input for training our network. In the in-
ference phase, larger images can also be given to the network as in-
put. The pixel values of the input image are normalized in the range
of [0, 1]. The proposed network starts by encoding an input LDR im-
age into latent semantic features using 2D convolutional neural net-
works; the results are & x I x ¢; three-dimensional tensors on the
I-th convolutional layer. In the last layer of the encoder, the input
image is reduced to one pixel; a flattened 512-dimensional latent
vector is obtained. Next, the network decodes the semantic features
into LDR images taken with different exposure durations using 3D
deconvolutional neural networks; the outputisa N X W X H X ¢
four-dimensional tensor, where N denotes the number of exposure
durations. As described in Section 3.1, the up-/down-exposure mod-
els sequentially increase/decrease the camera exposure of the input
photograph by 7 (or %) times, that is, 7, 72, ... (or %, ﬁ, ...), by
learning the changes of the exposures of the bracketed images in
the database. In the following, the architectures of the CNNs are
described in more detail.

Encoder. For the encoder, we adopt an architecture similar to the
pix2pix model by Isola et al. [2016], with the exception of the size
of the input image and the number of layers. Specifically, the en-
coder consists of nine layers of 4 X 4 convolution with a stride of
(2, 2) and spatial padding of (1, 1). From the first layer to the last
layer, the numbers of filter kernels (i.e., the numbers of output chan-
nels) is 64, 128, 256, 512, 512, 512, 512, 512, and 512, respectively. In
the second and subsequent layers, batch normalization [loffe and
Szegedy 2015] is applied to the convolved output to improve the
learning in the networks by normalizing the distribution of each
input feature. In our network, the batch normalization normalizes
an input batch by using only its statistics both in the learning and
inference phases. The activation function in each layer is the leaky
ReLU function [Maas et al. 2013].

Decoder. After the 2D CNN, the decoder uses convolved features
as input to generate an N X W X H X ¢ four-dimensional tensor that
consists of N images with different exposure. To generate consis-
tent images with different exposure, we employ 3D deconvolution
neural networks. The 3D CNNs are extensions of 2D CNNs and
were introduced to obtain temporal-coherent videos by performing
convolutions in both time and space. In our case, we employ convo-
lutions in exposure and space. Specifically, our decoder consists of
nine layers. The first three layers are 4 X 4 X 4 deconvolution (in the
order of exposure, width, and height) with a stride of (2, 2, 2) and
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Fig. 5. Our network architecture. The same architecture is used both for up- and down-exposure models.

padding of (1, 1, 1). The remaining layers are 3 X 4 X 4 deconvolu-
tion with a stride of (1, 2, 2) and padding of (1, 1, 1). That is, the first
three layers double the layer inputs across the exposure and spatial
axes, and the remaining layers do the same thing across the spatial
axis only. From the first layer to the last layer, the number of filter
kernels are 512, 512, 512, 512, 512, 256, 128, 64, and 3, respectively.
In the layers other than the last one, batch normalization is applied,
and the activation function is the ReLU function [Nair and Hinton
2010]. The last layer outputs a four-dimensional tensor with pixel
values in [0, 1] through the sigmoid function.

The 3D CNNs are often used for video analysis and classifica-
tion [Ji et al. 2013; Karpathy et al. 2014; Maturana and Scherer
2015; Tran et al. 2015; Wu et al. 2015]. For video prediction, recent
work [Brock et al. 2016; Vondrick et al. 2016] has generated more
successful results compared to previous work. However, the output
video is small (64 x 64) and still contains inconsistent noise across
the temporal axis. This is because the network is more complex
than 2D CNN and learning is more difficult than for a single image.
In our case, because we use a larger image and deeper deconvolu-
tion network, this problem becomes more severe. We thus extend
the network with skip connections, as described below.

Skip connections. In the above encoder-decoder network, the de-
coder uses a fully encoded vector, which means a latent feature of a
whole image. To incorporate local and low-level information from
an input image into the decoder step-by-step, we add skip connec-
tions following the extension of the U-Net [Ronneberger et al. 2015]
and residual units [He et al. 2016]. The U-Net has skip connections
between each layer i and layer n — i, where n is the total number of
layers, which concatenates all channels at the two connected layers.
This architecture enables the decoder to utilize local information
and accelerates learning. The residual units can be expressed in a
general form as x5, 1 = f(h(x;) + F(x;)), where x; and x;, denote
the input and output of the I-th unit, f denotes an activation func-
tion, and F is a residual function. Intuitively, the residual units can
learn variations from the input. We assume that learning exposure
variations from the input is easier than learning how to generate
new images from scratch.

The U-Net was recently used for image generation [Isola et al.
2016], and the residual units also have compelling accuracy for im-
age classification [He et al. 2016]. However, they are designed for
2D convolution and deconvolution and cannot be applied to 2D con-
volution and 3D deconvolution directly due to the different dimen-
sions of the outputs on the layers with skip connections. We thus
expand the dimensions of the input image and intermediate fea-
tures in the encoder. Specifically, we duplicate and concatenate the
input image and encoded features so that the dimensions of each
tensor match those of the corresponding layer of the decoder. That
is, we convert the W X H X ¢ input image tensor and 2—‘4,/ X g Xy en-
coded features into N XW x H X ¢ and N X Z—MI/ X g % c;. For the U-Net,
the N x zﬂz X é—}[ X ¢ encoded features and output of the connected
deconvolution layers are concatenated. For the residual units, the
NXW xHxc input image tensor is added to the last layer before the
activation function. In the residual unit x;,; = f(h(x;) + F(x])) of
our network, x; is an input image, x;, is an output, the function
f is the sigmoid function, h is an identity mapping, and F is the
function of the whole network without the last sigmoid function.

4.2 Learning and Implementation

As described in Section 3.1, we synthesize a set of T + 1 bracketed
images for each scene and each CRF. Let D be such a set of T + 1
bracketed images and I; € D be an LDR image with exposure du-
ration index j (as used in Equation (2)). Given I}, the up-exposure
model learns the relative changes due to increased exposure by ref-
erencing the rest of the images in D with higher exposures, that
is, Ij+1, Lj+2, .o, [j4 14N, as ground-truth data. The loss function for
the up-exposure model is then defined as:

T
Dt N ® 05 = M; o G(1, O)l, 3)
D j=1
where I;.‘leﬂHN denotes amin{N, T + 1 —j} X W X H X ¢ tensor

obtained by concatenating images from Ij+1 to Iy (j+14+N,T+1}- Oj
and @ are amin{j + N - T — 1,0} X W X H X ¢ zero tensor and a
concatenation operator. M;j and o denote a N X W X H X ¢ tensor and
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element-wise product. To mask the regions where the data do not
exist, each element of M; is one if the index of the first dimension is
less than T + 2 — j and zero otherwise. G(I}, 6) is an output N X W X
HXc tensor of our network and 6 denotes network weights. We use
L1 distance instead of L2 distance because it can reduce blurring in
the results [Zhao et al. 2017]. For the down-exposure model, the
network learns the images in reverse from the same training data,
and its loss function is defined as:

T
d
D D I i N © 0 = Mj 0 Glirsa—. Ol ()
D j=1
where 140w denotes a min{N, T +1—j} Xx W X H X ¢

T+1-j—T+1-j-N
tensor obtained by concatenating the images in reverse from I
t0 Imax {1,7+1-j-N}-

We train our network with a stochastic gradient descent of batch
size of one using the Adam optimizer [Kingma and Ba 2014] with
a fixed learning rate of 0.0002 and momentum term of 0.5. We ini-
tialize all weights of the 2D convolution and 3D deconvolution with

zero mean Gaussian noise with standard deviation 0.02. A 50% dropout

rate [Srivastava et al. 2014] is applied to the first three deconvolu-
tion layers in the decoder after the batch normalization in order
to make the decoder robust against noise in the encoded features.
The optimization procedure can be easily implemented using com-
mon libraries without modifying the solvers. We implemented our
algorithm and neural network models using Python language and
Chainer library. In our experiments, the L1 loss-based optimization
took about 60 epochs for a certain level of convergence (about a
month on a GeForce GTX 1080).

5 EXPERIMENTS

We compared our method with several existing reverse tone map-
ping methods [Akytiz et al. 2007; Huo et al. 2014; Kovaleski and
Oliveira 2014; Masia et al. 2015] that do not require manual an-
notations on images. To perform experiments using these existing
methods, we used the HDR Toolbox [Banterle et al. 2011], whichisa
MATLAB-based library for processing HDR content. For the param-
eter settings, we enabled multilinear regression to determine the y
value for the method of Masia et al. and used y = 2.2 for inverse
gamma correction in all existing methods. The other parameters
are default unless otherwise noted. The programs of ours and the
existing methods were run on a PC with Core i7-5960X CPU, 128GB
RAM, and GeForce GTX 1080. For inference, each of our up-/down-
exposure models took about two seconds for the 1,536 x 1, 024 (Fig-
ure 1) as well as 1,536 X 1,536 images (Figure 10), and about 0.3
seconds for 512 X 512 images. The whole process took about five
seconds and one second, respectively.

In the following, we first describe the training dataset we used
and then show our experimental results as well as comparisons
with the results of the existing methods.

5.1 Dataset

To optimize the weights of our network, we constructed a train-
ing dataset by collecting HDR images from [Funt and Shi 2010a,b;
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Nemoto et al. 2015; Xiao et al. 2002] and other online databases?.
The datasets contain indoor scenes as well as outdoor scenes. In
some datasets, HDR images are environment maps in the longi-
tude/latitude format. From these environment maps, we augmented
HDR images by trimming several regions and rendering them with
perspective projection. Specifically, we fixed the elevation angle
and view angle to 10 and 80 degrees while using six azimuths (0,
60, 120, 180, 240, and 300 degrees). We used 1,043 HDR images for
training. These HDR images are used to generate bracketed LDR
images with five types of tone curves and nine exposure durations.
The total number of LDR images for training is 46,935. All of the
training images are resized to 512 X 512. Note that the inputs of the
resulting images are not included in the training data.

5.2 Results

We first visualized the obtained HDR images by using an existing
tone mapping operator (TMO). Among many TMOs, we chose Kim
et al’s TMO [Kim and Kautz 2008] for all results because it can gen-
erate consistent tone-mapped results without adjusting parameters
for each new image to achieve high-quality results.

Figures 1 and 6 show the results of applying the proposed method
and the existing methods to various scenes. The input test images
are obtained from Places205 dataset [Zhou et al. 2014] and SUN360
dataset [Xiao et al. 2012]. Because the images in the SUN360 dataset
are panoramas and too large (9104 x 4552), we trimmed them as de-
scribed in Section 5.1 and generated 512512 images for Figure 6 as
well as 1,536 X 1, 536 images for Figure 10. To visualize the clipped
pixels in the input LDR images, pixels are painted in red/green if
they are completely under-/overexposed (i.e., black/white) or in ma-
genta/cyan if one or two channels are under-/overexposed, respec-
tively. In the results from the existing methods, some noises and dis-
continuity appear in the under/overexposed regions, whereas our
results look natural and have enriched gradations. For example, in
the top row in Figure 6, smooth gradation can be observed around
the entrance of the castle in our result, while this is not the case for
the other results. In the top three rows, red and blue noise appears
in the underexposed regions, but such artifacts are not observed in
our results. In the third row from the top, the results of the exist-
ing methods appear too reddish, while our result retains rich color
variations. Additionally, in the three bottom rows, we used signif-
icantly overexposed LDR images as inputs. These are challenging
examples because this task is essentially inpainting of missing re-
gions (painted in green). Although not perfect, our method can re-
store more plausible color gradations than the existing methods.

We also conducted a quantitative evaluation by comparing in-
ferred and ground-truth HDR images. As an evaluation metric, we
used HDR-VDP-2 [Mantiuk et al. 2011], which can compute visual
difference based on human perception rather than a mathematical
differences such as root-mean-square-error between two HDR im-
ages.? The input LDR images for each method were created from
ground-truth HDR images (not included in the training data) using

!The online HDR datasets that we used are: EMPA HDR data-
base (http://empamedia.ethz.ch/), pfstools HDR image gallery
(http://pfstools.sourceforge.net/) and sIBL Archive (http://www.hdrlabs.com/sibl/).

2We used the latest version 221 downloaded from
http://hdrvdp.sourceforge.net/wiki/.



Input images

Clipped pixels  [Akyliz et al. 2007] [Huo et al. 2014] [Kovaleski and Oliveira 2014] [Masia et al. 2015]
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Our results

Fig. 6. Tone-mapped results of HDR images generated by each rTMO. To visualize the clipped pixels in the input LDR images, pixels of the images in
the second column are painted in red/green if they are completely under/overexposed (i.e., black/white) or in magenta/cyan if one or two channels are
under/overexposed, respectively. While there is amplified noise in the dark regions of other results, our results exhibit natural tone reproduction with the

least noise. Please enlarge images in the electronic version.

the CRFs in the database. For evaluation using HDR-VDP-2, the
maximum luminance value of each output HDR image is adjusted
to that of the ground truth image by specifying the corresponding
parameter (e.g., maxOutput in the HDR toolbox) for the compared
methods. Our results are also normalized using ground-truth max-
imum luminance values.

Figure 7 shows the visual differences computed by HDR-VDP-2
between the HDR images generated by each method and the ground-
truth HDR images. Obviously, our results are better than those of

the existing methods. Table 1 shows the average Q (quality corre-
late) scores of the HDR-VDP-2 results for 690 scenes® generated
with five CRFs. The model of “Ours (srgb)” was trained using a
dataset generated with only a single sRGB curve as a CRF (Sec-
tion 3.1). Our model trained with multiple CRFs has the best score
compared to the other existing methods and to “Ours (srgb)”. We

3The original dataset is publicly-available via http://www.cr-market.com/?p=842.
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Table 1. Average Q (quality correlate) scores of HDR-VDP-2 for 690 scenes.
Larger values are better (up to 100). Q scores can be negative. The values
after + are standard deviations.

Methods ‘ Q scores

[Akyiiz et al. 2007] 54.30 £ 6.70
[Huo et al. 2014] 53.44 + 6.01
[Kovaleski and Oliveira 2014] | 54.36 + 6.73
[Masia et al. 2015] 54.05 + 7.23
Ours (srgb) 56.83 £ 7.19
Ours 58.52 +£7.15

Input images Akyuz etal. [Huo etal. [Kovaleski and [Mdsld etal.  Ours (srgb) Ours
Ohvelra 2014] 2015

Fig. 7. Comparisons with the HDR images generated by each method and
the ground-truth HDR images. We used the HDR-VDP-2 metric, which cal-
culates visibility differences based on human perception. The visualized dif-
ferences increase from blue to red.

also performed a z-test, and the scores of our method and the other
methods were significantly different at p < 0.001.

6 DISCUSSION

Here we discuss alternatives to our network architecture.

Direct inference approach. As we mentioned in Section 1, an al-
ternative approach to reverse tone mapping with deep learning
is to directly learn an end-to-end mapping function from LDR to
HDR. The difficulty of this approach was described in Section 1.
Figure 8 shows an example of a failed result from such direct in-
ference, where we used a conditional adversarial network, similar
to [Isola et al. 2016]. The HDR outputs are inconsistent and quite
noisy. Inferring an identical image from different inputs is challeng-
ing, a difficulty which is also recognized in, for instance, the task of
frontalizing a human face from different views [Huang et al. 2017].
Although high-quality results are reported with recent face frontal-
ization techniques, our task seems much more difficult than face
frontalization because the inputs of face frontalization are limited
to LDR face images, that is, variations are smaller than ours.

Decoder design. We considered several approaches to generating
multiple images from a single image, and we decided to use 3D
CNNs for the following reasons. One possible approach is to re-
peatedly apply 2D deconvolution to the encoded features of a pre-
vious output. Every time the deconvolution is applied, an image
with increased (or decreased) exposure is obtained. This approach
is simple and can be easily realized by using current generative

ACM Transactions on Graphics, Vol. 36, No. 6, Article 177. Publication date: November 2017.

LDR images with different exposures

Output HDR images (tone mapped)

Ground-truth HDR
(tone mapped)

Fig. 8. Failed results of directly inferring an HDR image from a single LDR
image. We used the three LDR images (upper left) with different exposures
and the HDR image (right) as training data for the generative neural net-
work model. We then fed in the same LDR images as input to the model
but consistent HDR images were not generated (lower left). This exempli-
fies the great difficulties of learning a mapping function from different LDR
inputs for the same HDR output as well as directly recovering missing in-
formation from much higher dynamic ranges.

Upexposed image

Input image Downexposed image
Fig. 9. Artifacts of repeated patterns caused by using adversarial loss. From
left to right, the input LDR image; the downexposed LDR image, and the
up-exposed LDR image.

models for images [Isola et al. 2016; Pathak et al. 2016]. However,
in our preliminary experiment this approach often failed to gener-
ate high-quality images because noise and artifacts in the output
accumulate with repeated deconvolution. Another approach is to
incorporate recurrent structures such as long short-term memories
(LSTMs) [Gers et al. 2000] into the 2D convolution and deconvolu-
tion network. This approach was recently adopted for video pre-
diction [Lotter et al. 2016; Srivastava et al. 2015]. Although recent
generative models for 2D images can generate a realistic image of
relatively large size, it is still difficult for this approach to gener-
ate multiple images that are consistent with each other from input
natural images of tens of thousands of pixels or more.

Adversarial loss. While our method uses the L1 loss function for
training the network, adversarial loss [Denton et al. 2015; Goodfel-
low et al. 2014; Isola et al. 2016; Radford et al. 2015] has recently
shown significant improvement in generating sharper images. We
also tried the adversarial loss function for various networks. How-
ever, we were not able to reconstruct plausible images in under-
/over-exposed regions, and some repeated artifacts were observed



Fig. 10. Our results with larger input images selected from Figure 6. Tiling
artifacts appear if the completely-saturated regions are large (left and mid-
dle) while natural results can be obtained if at least one channel is not
saturated (right).

as shown in Figure 9. Presumably this is because our dataset is cru-
cially small compared to the potential variations of scenes and the
training of the adversarial loss function is unstable in this task.

Limitations and future work. Currently our method is not suffi-
ciently capable of handling scenes with extremely high dynamic
range because our models are trained with a fixed range of expo-
sures. We can confirm that, for example, the brightness of the sky or
the daylight outside the door in Figure 7 is not reproduced plausibly.
This issue can be alleviated by increasing the number of inferred
bracketed images, but at the cost of a larger memory footprint. Con-
sidering the logarithm of pixel values might be helpful [Eilertsen
et al. 2017] .

If the given LDR image has wide clipped regions (especially in
the case of high-resolution images), the newly synthesized content
(e.g., clouds) exhibits tiling artifacts, as shown in Figure 10. This is
probably because the spatial sizes of convolution kernels become
relatively too small for test images that are larger than those used
for training. One workaround is to use larger kernels and larger
training images, resulting again in a larger memory footprint and
longer training times. A better approach would be to synthesize
new contents on a local patch basis while accounting for the global
context of the scene.

Although we have demonstrated the effectiveness of our approach
compared to existing rTMOs, its expressive power is still limited
due to the rather small dataset, containing small variations, com-
pared to the variations in conventional tasks, for example, image
classification. To enrich our training dataset, synthesizing HDR im-
ages using 3D computer graphics represents a promising avenue.
We would also like to incorporate stochastic factors, such as gener-
ative adversarial nets (GAN), to synthesize plausible images even
with large under/overexposed regions.

7 CONCLUSION

This paper has presented a data-driven method for reverse tone
mapping based on CNNs. Most of the existing methods are limited
because they rely on specific assumptions or heuristics; the alter-
native approach utilizes reference images to cope with loss of data,
but it requires user markups and reference images of very similar
scenes. Unlike these existing approaches, our approach is a first at-
tempt at supervised learning, which automatically infers an HDR
image from a single LDR image by learning exposure changes. The
training dataset, consisting of various bracketed images, is created
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using HDR images and CRF databases. In addition we presented a
2D convolution- and 3D deconvolution-based neural network ar-
chitecture with skip connections for generating over- and underex-
poased images.
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A COMPENSATING INFERRED HDR IMAGES BY
LINEAR SCALING

Here, we explain why the scaling of E; or At; in Section 3.1 can be
compensated by linear scaling of the inferred HDR values.
In the method of Debevec and Malik [1997], an estimated HDR
value E; is calculated as
. 2iw(Zij)g(Zij) - InAtj
InE; = j ( lj)(g( ij ]), )
2 w(Zij)
where w(-) is a hat function for weighting and g = In f~1. Without
loss of generality, suppose that At; is linearly scaled to aAt; with

a coeflicient . The corresponding estimated HDR value E; is then

s, 2jw(Zij)g(Zij) - Inalt))

InE] = 5 w(Zy) (6)
_ 2 w(Zij)(g(Zij) — In Atj) e o

2 w(Zij)
=InE; - Ilna, (8)

which means that it is a linear relationship, that is, E i= E; exp(—a).
Suppose that E is the ground-truth HDR image and At; is the ground-
truth exposure duration. When we train our model with the ground
truth HDR image E and the corresponding set of bracketed LDR
images, for example, the inferred HDR image E’ becomes dimmer
with a longer exposure duration (i.e., « > 1) than the ground-truth
image. This is because, in this setting, it is assumed that the longer
duration was required to record the ground-truth LDR value in a
dimmer scene. Conversely, E/ becomes brighter with & < 1. Al-
though « is unknown in general, the user can adjust the inferred
HDR image E’ by multiplying a value close to exp(a) to obtain a
plausible HDR image.
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