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I. INTRODUCTION

Limited animation is a hand-drawn animation style that holds each drawing for two or three successive frames to make up 24 frames per second. This style was originally developed for 2D hand-drawn animation to reduce costs, but now it has matured and even been used in 3DCG keyframe animation to express unique aesthetic effects.

Traditional hand-drawn animation techniques such as shape deformation for exaggeration and holding frames are adequate for expressing motions of cartoon characters. Conversely, applying motion capture data to cartoon characters is inadequate as John Lasseter, the film director at Pixar and Walt Disney Animation Studios, stated as follows [1].

"Motion capture from human actors will always look realistic... for a human. But apply that motion to a chicken and it will look like a human in a chicken suit."

However, in recent games featuring cartoon characters, motion capture data are often used to reduce costs.

In this paper, we propose a simple method for automatically converting motion capture data to imitate the unique expressions of limited animation. Especially, we focus on the following two features related to motion timing: one is that limited animation does not show subtle motion because it omits almost-static inbetween frames. The other is that it exaggerates motion speeds by omitting inbetweens, which is called “nakanashi” in Japanese [2]. Given motion capture data, our method holds each pose up to three frames to reduce subtle motion while it also omits poses in fast motion to exaggerate the speed. The accompanying movie with animating cartoon characters demonstrates that our method can imitate the expressions of limited animation.

II. RELATED WORK

Most of the previous techniques for simulating cartoon animation styles are related to exaggeration by shape deformation [3]–[5]. These exaggeration techniques are orthogonal to our method; they do not control motion timing but can be combined with our method for better cartoon-like expressions.

In the field of 3D character animation, continuous control of motion timing has been actively studied [6]–[8]. These methods exaggerate motion by changing the duration time for each keyframe without deleting frames. On the other hand, our method employs discontinuous control of motion timing; our method modifies an input motion by holding or omitting frames to imitate the limited animation style as done in traditional hand-drawn animation.

III. ALGORITHM

Our method reduces subtle motion by imitating frame holding and exaggerates motion speed by imitating inbetween omission. We assume that an input motion consists of a single action such as pitching and swinging. In case of a complex motion with compound actions, we segment the motion into individual actions manually. More sophisticated handling is left as future work.

A. Definition of Motion Speed

Suppose an input motion consists of N frames and a pose in each frame has a skeleton with n joints. The input motion is assumed to be subsampled to 24 frames per second, and the duration time for each frame is the same, i.e., 1/24 seconds. Let \( \mathbf{p}_i^k \in \mathbb{R}^3 \) be the position of joint \( i \) \((i = 1, 2, \ldots, n)\) at \( k \)-th frame \((k = 1, 2, \ldots, N)\). We calculate the sum of squared distances (SSD) of joint positions between \( k \)-th and \((k-1)\)-th frames, and use it as the motion speed at \( k \)-th frame.

\[
SSD(k) = \sum_{i=1}^{n} \| \mathbf{p}_i^k - \mathbf{p}_i^{k-1} \|^2
\]  

B. Inbetween Omission for Speed Exaggeration

To imitate inbetween omission, we exaggerate motion speed by deleting frames with the maximum speed (Fig. 1). Specifically, we first find \( k_{\text{max}} \)-th frame with the maximum SSD, and then delete the frame. Because this deletion changes the total number of frames, we try to keep the total number by duplicating a frame whose SSD is the minimum so that the overall motion changes as little as possible. This is done by finding \( k_{\text{min}} \)-th frame whose SSD is the minimum, and then duplicating \((k_{\text{min}}-1)\)-th frame. However, naive repetition of this duplication makes the motion completely stop. We therefore constrains the number of successive duplicated frames up to three. If the frame is already duplicated more than three times, we find a frame whose SSD is the next smallest. The method proposed by Morishima et al. [9] is considered to be the most related to ours. Their method tackled to emulate the limited animation style by distilling keyframes as vertices in a motion curve, where their method tries to maximize the total length of the polyline that approximates the motion curve by connecting vertices. However, their method is inadequate to control local frame rates, e.g., holding an inbetween for two or three frames. Our method can not only control such local frame rates but also imitate inbetween omission (i.e., nakanashi) by deleting frames with sufficiently fast motions.
Fig. 1. A graph of SSD between each pair of two successive frames. The vertical axis shows SSD while the horizontal axis shows frames. In this example, 65-th frame will be omitted because SSD(65) is the largest, and then 14-th frame will be duplicated because SSD(15) is the smallest.

Fig. 2. Holding frames. Because SSD(1) is the smallest, we copy the first frame to the second in order to reduce subtle motion.

permitted. We summarize the whole process in Algorithm 1 where \#DUPLICATED(k) denotes the number of successive duplicated frames for k-th frame.

Algorithm 1 Inbetween omission.

\[ N_{io} \leftarrow \text{user-specified number of inbetween omission} \]

\[ \text{for } i \leftarrow 1 \text{ to } N_{io} \text{ do} \]

\[ k_{max} \leftarrow \text{argmax } SSD(k) \]

\[ \text{delete } k_{max} \text{-th frame} \]

\[ k_{min} \leftarrow \text{argmin } SSD(k) \text{ s.t. } \#\text{DUPLICATED}(k-1) < 3 \]

\[ \text{duplicate } (k_{min} - 1)\text{-th frame} \]

\[ \text{end for} \]

C. Holding Frames for Reducing Subtle Motions

We reduce subtle motion by imitating frame holding (Fig. 2). We find \( k_{min} \)-th frame with the smallest SSD, and we copy \((k_{min} - 1)\)-th frame to \( k_{min} \)-th frame. Similarly to inbetween omission, we constrain the number of successive copied frames up to three. We repeat this until a user-specified number of frames are copied. We summarize the whole process in Algorithm 2 where \#COPIED(k) denotes the number of successive copied frames for k-th frame.

Algorithm 2 Holding frames.

\[ N_{hf} \leftarrow \text{user-specified number of holding frames} \]

\[ \text{for } i \leftarrow 1 \text{ to } N_{hf} \text{ do} \]

\[ k_{min} \leftarrow \text{argmin } SSD(k) \text{ s.t. } \#\text{COPIED}(k-1) < 3 \]

\[ \text{copy } (k_{min} - 1)\text{-th frame to } k_{min} \text{-th frame} \]

\[ \text{end for} \]

Fig. 3. Comparison of (a) original motion data, (b) our method and (c) simultaneous deletion. In our method, frames from second to fifth will be omitted, while only the second frame is omitted in simultaneous deletion. Consequently, our method exaggerates the motion speed more strongly than simultaneous deletion.

Regarding the order of which inbetween omission or frame holding should be performed first, we currently process inbetween omission first. We also experimented with the reversed order and confirmed that the order does not matter. This is because the frames omitted by frame holding do not affect those omitted by inbetween omission and vice versa.

IV. RESULTS

We implemented our prototype using C++ and Qt library, and ran on a PC with Intel Core i7-2760QM 2.40GHz CPU. We used publically-available motion capture data obtained from Mocapdata.com [10] and CMU Graphics Lab Motion Capture Database [11]. We used 3D models\(^1\) included in MikuMikuDance [12]. All data are captured in 24 frames per second, and these figures show partial frames only. We strongly recommend watching the supplemental movie to confirm the resultant effects of our method.

\(^1\)Kagamine Rin is copyrighted by Crypton Future Media, INC.
in the object space, the SSD in the screen space might be very small when the camera is far from the character. In contrast, a small motion in the object space might be quite large in the screen space if the camera is closed to the character. Therefore we would like to consider the motion speed in the camera coordinate system in future work.

Another interesting directions of future work include combination of shape deformation for cartoon animation [4] and automatic determination of the optimal numbers of inbetween omission and frame holding.
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Fig. 8. The keyframes corresponding to the partial frames of Fig. 4.

V. CONCLUSION

In this paper, we have proposed a simple method for automatically converting motion capture data into the limited animation style. Among the features of limited animation, we focused on inbetween omission and frame holding for discrete timing control. Inbetween omission was imitated by omitting frames with the largest SSD while frame holding was reproduced by copying frames with the smallest SSD to their corresponding successive frames. The accompanying video successfully demonstrated that our method can imitate the limited animation expressions.

Currently our method handles motions not in the screen space but in the object space. However, the relative speed of motion changes according to the distance between the character and the camera; even if a frame has a very large SSD

<table>
<thead>
<tr>
<th>Name</th>
<th>Total number of frames</th>
<th>$N_{io}$</th>
<th>$N_{hf}$</th>
<th>Processing time[ms]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pitch</td>
<td>129</td>
<td>4</td>
<td>33</td>
<td>69</td>
</tr>
<tr>
<td>Kick</td>
<td>92</td>
<td>4</td>
<td>30</td>
<td>28</td>
</tr>
<tr>
<td>Tennis</td>
<td>88</td>
<td>4</td>
<td>29</td>
<td>27</td>
</tr>
<tr>
<td>Baseball swing</td>
<td>120</td>
<td>6</td>
<td>40</td>
<td>63</td>
</tr>
</tbody>
</table>

Table I. The Statistics of our experiments
Fig. 4. Partial frames of the pitch motion. In our result (below), the motion speed of the right arm is exaggerated by deleting frames from the third to the sixth from the original motion (above). The total number of frames is 129, $N_{io} = 4$ and $N_{hf} = 69$.

Fig. 5. Partial frames of the kick motion. The motion speed of the right leg is exaggerated. The total number of frames is 92, $N_{io} = 4$ and $N_{hf} = 30$. 
Fig. 6. Partial frames of the tennis motion. The motion speed of the right arm is exaggerated. The total number of frames is 88, \( N_{io} = 4 \) and \( N_{hf} = 29 \).

Fig. 7. Partial frames of the baseball swing motion. The motion speed of the both arms is exaggerated. The total number of frames is 120, \( N_{io} = 6 \) and \( N_{hf} = 40 \).